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Conversational Speech Synthesis and

' the Need for Some Laughter

Nick Campbell

Abstract—This paper reports progress in the synthesis of con-
versational speech, from the viewpoint of work carried out on the

~ analysis of a very large corpus of expressive speech in normal ev-

eryday situations. With recent developments in concatenative tech-
niques, speech synthesis has overcome the barrier of realistically
portraying extra-linguistic information by using the actual voice
of a recognizable person as a source for units, combined with min-
imal use of signal processing. However, the technology still faces
the problem of expressing paralinguistic information, i.e., the va-
riety in the types of speech und laughter that a person might use in
everyday social interactions. Paralinguistic modification of an ut-
terance portrays the speaker’s affective states and shows his or her
relationships with the speaker through variations in the manner of
speaking. by means of prosody and voice quality. These inflections
are carried on the propositional content of an utterance, and can
perhaps be modeled by rule, but they are also expresssed through
nonverbal utterances, the complexity of which may be beyond the
capabilities of many current synthesis methods. We suggest that
this problem may be solved by the use of phrase-sized utterance
units taken intact from a large corpus.

Index Terms—Affect, conversation, emotion. expression,
laughter, nonverbal. social interaction, speech synthesis.

[. INTRODUCTION

HE computer synthesis of natural-sounding speech has

been a goal of computer scientists and speech technolo-
gists for more than half a century [1], [2]. yet neither linguists
nor phoneticians have yet achieved a comprehensive definition
of the full range and variation of speech as a means of human
communication and social interaction.

Most research into human language has been based on the
analysis of written texts, and even when spoken language has
been considered, with the notable exception of modern Con-
versation and Discourse Analysis [3] and projects like Talk-
bank,' it has been treated either as a “system of sounds” or as a
“media-transformed’ version of text, to be analyzed in written
form through the use of transcriptions. This is understandable,
since the technology for recording and analyzing oral interac-
tions has until recently been both expensive and lacking in porta-
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bility. As a result, “speech™ is not yet well understood from the
standpoint of “communication.”

We now find many comprehensive resources of spoken ma-
terial available to researchers, thanks largely to the efforts of
the speech recognition community to provide training material
for their statistical engines. However, the actual sounds of the
speech and their prosody have been considered as of secondary
importance to the content; i.e., What you say has been treated as
more important than How you say it. and whereas this may well
be the case for information announcements, it is rarely so for
casual conversational interactions, where phatic communion is
as important as propositional content, if not even more $o.

The emphasis in speech data collection has been on max-
imizing speaker numbers in order to produce speaker-inde-
pendent models, rather than on modeling the variations in
the speech of a particular individual across time. Effects of
differences in the listener were not considered important, as
“production” rather than “interaction” was the focus of the data
collection. The assumption that the words alone can represent
the speech has been largely unchallenged. and the fact that
the same utterance can carry different meanings according to
its pronunciations has been largely ignored, perhaps on the
assumption that meaning can be understood from linguistic
context alone.

Similarly for speech synthesis research, based on the early
notion of synthesizers functioning as reading machines, the pri-
mary focus has been on the conversion of text sequences into
sound sequences. From word-based input to speech output, the
flow of processing is concentrated on predicting the sounds re-
quired to represent the word sequence in order to present the
same propositional content in a different medium. A word is
given dilferent pronunciations depending on its context in an ut-
terance. or on the syntactic structure of that utterance, but very
little attention has yet been paid to the expression of affect or to
the function of nonverbal utterances in speech.

Analysis of a very large corpus of natural conversational
speech has shown that more than half of the utterances used
in daily interaction have minimal propositional content and
that they function instead to establish speaker-listener relation-
ships and to express the speaker’s affective states for phatic
communication in way that cannot be transcribed into written
text [4]. This paper tackles the issue of how to synthesise such
nonverbal phatic utterances for use in conversational speech.

I1. COrRPUS-BASED SPEECH SYNTHESIS

Looking back across the long history of speech synthesis
research. we can see in retrospect a clear evolution from the

1358-7916/320.00 © 2006 [EEE
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modeling of phonetic states to the modeling of utterance char-
acteristics. The pioneering work of Fant in Sweden (5], [6] and
Klatt and his colleagues in the U.S. [7], [8] was founded on a
phonetic view of speech as a sequence of phones, modulated
by prosody to represent syntactic and semantic content. Olive
[9]-[11], Fujimura, and their colleagues at Bell Labs made
a signicant contribution by showing that the dynamics of the
transitions between the phones carried much more information
than an interpolated sequence of steady-state representations of
phone centers. Sagisaka in Japan [12] extended this paradigm
shift by concatenating nonuniform sequences of actual speech
taken from readings of the most common 5000 words of the
language. It became clear that the information carried in the
dynamics of the speech far outweighed that of the supposed
phonetic centers or steady states. The variation itself encodes
information in the speech, and the art of synthesis lies in
selecting the most appropriate variant. whether to reproduce it
by rule or to reuse it in unit-selection.

Although text can be well represented by a sequence of in-
vanant letters, speech sounds are not invariant. They depend
heavily on the various contexts of their phonation [13]. and
Campbell's work extended the aforementioned trend by incor-
porating prosodic contexts among the selection criteria of units
for concatenation from a speech corpus [14], [15). Although a
small step in terms of unit-selection, this rendered much of the
signal-processing unneccessary [16] and enabled concatenation
of the speech segments intact. without the need for potentially
damaging signal modification. By simply joining phone-sized
segments which had been selected according to both phonetic
and prosodic contextual criteria, concatenative synthesis was
able to faithfully reproduce the voice and given speaking-style
of a speaker and speech corpus? [17], [18]. In this paper, we
will see how the use of even higher-level selection constraints
can make even the prosodic component similarly unneccessary.

To summarize, the early generations of speech synthesisers
were soon able to reproduce the linguistic content of a message.
and the developments described above resulted in an ability to
reproduce finer extra-linguistic content: i.e.. the speaker-spe-
cific charactenistics. However. the paralinguistic aspects of
speech sull remain poorly modeled. Current speech synthesis
can funcuon effectively when presenting information by use
of a given voice. but it cannot yet perform in a conversational
context where laughter. the expression of affect. and the man-
agement of discourse now all take on a greater importance.

IT1. EXPRESSION OF ATTITUDE AND AFFECT

The slow take-up of speech synthesis by the public is cur-
rently attributed by many members of the speech processing
community to a lack in its ability 10 express emotion in the
speech. In an effort to produce “friendlier” speech synthesis.
the latest trends in synthesis research have. thercfore, become
focussed on “emotion” [21]-[25].

However, what many understand by the wider colloquial ap-
plication of this term is perhaps not well represented by the more
limited technical application of the term. usually characterized

2CHATR Speech Synthesis. [Online]. Available. htip:/ffeast.atr)p/chatr.

by the “big-six” emotions of psychological research as illus-
trated by Ekman and his colleagues [26].

1t may well be true that current speech technology is lacking
a “human” component, but is this really best described by the
term “emotion”? ] disagree. Or rather. 1 believe that the link
between this level of human interaction and what takes place in
conversational spoken interactions is slim, or at too fundamental
a level to be directly modeled in speech technology.

There is of course a wealth of relevant and interesting re-
search into human emotions (see especially the recent work
of the Humaine Group? in Europe, the Affective Computing
Groups in the U.S.# and the Kansei-related developments in
the Far East®). but few of these (with some notable exceptions.
e.g.. [27]) directly address the need to express attitudes and rela-
tionships through use of the voice in spoken interactions. They
focus more on recognizing and synthesizing the inner feelings
and states of a person than on modeling the interactive processes
of a spoken interaction.

Perhaps what needs to be modeled first in conversational
speech synthesis is closer to what Malinowski {28] termed
“phatic communion.” i.e.. “a type of speech in which the ties
of union are created by a mere exchange of words,” what
Jakobsen describes as having the function of “maintaining an
open channel of communication between interlocutors™ [29],
and Sherer includes under “interpersonal stances™ [30].

Most speech technology research is now based upon the
analysis and modeling of speech databases. These are generally
produced under controlled conditions; whether in a recording
studio. using the voices of professional speakers to provide
“clean” data. or over the telephone, using the voices of many
speakers to collect “representative” data. The demands of scien-
tific research and of technological developent require balance in
the speech data so that‘they will be representative of the aspects
of speech which we wish to reproduce. These controls can
take the form of “phonetic balance.” from reading of carefully
produced sets of sentences so that each phone is presented in
every context of possible use. or of “sociological balance” so
that each sector of the community is “equally” represented. or
of “content balance™ so that all speakers produce a common set
of desired utterance types.

The drawback with the above “scientific” constraints is that
we only find what we originally intended to look for. The “life”
is taken out of the data. That is. the data that we produce for
research are selected to be representative of those aspects of
speech that are generally considered to be important at a given
stage of the evolution of the technology. but it is a key point
of this paper that they are. therefore. not representative of the
many different ways that ordinary people use speech in the ev-
eryday contexts of their social interactions. Data produced as
data cannot be as representative of functional interactive speech
as that caught in a broader corpus.

So why is this a problem for the processing of emotion in
speech? The chain of logic is as follows. 1) Emotion is poorly

3Humaine Emotion Rescarch. {Online] Available: hup #emotion-re-
search.net

*Affecuve Computing. [Online]. Available: hup://affect. media mit edu.

SKansei Engineering. [Online]. Available htp //www ergolabs.com/kansei\_
2ngineenng htm.
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' represented in current speech processing. so 2) emotionally

charged speech data should be collected. 3) the texis must be
palanced so that scientific comparisons can be made. so 4)
semanticaly neutral sets of sentences should be produced under
various emotions. so 3) actors are recorded producing each

" sentence in every emotional state, then 6) perception tests are

carmied out to “validate™ the data, and 7) subsequent analyses
confirm the clear acoustic characteristics of the different
“gmotions.”

This is a very logical progression. but it results in a corpus
of stereotypical expressions that may have very little to do with
how ordinary people vary their speech in actual social interac-
tions. Actors are trained to project what will be readily perceived
as a given emotion. and listeners in the perception tests are of-
fered forced-choice answers, between alternatives which restrict

- them from qualifying or elaborating on their “‘peceptions™ in any

way. Furthermore. the “emotions” that are almost always pro-
duced for such data tend to be simple basic oncs: sadness. fear,
anger, and joy. rather than the more subtle and complex states
than result from the interaction of emotions and attitudes arising
from interpersonal social interactions. It is rare in everyday life
for us to experience or express fear and joy to the extent that
they are produced in such “balanced™ data.

Despite the popularity of the keyword “emotion’” in current
speech technology research, the question remains as to whether
this is in fact the proper direction in which to further our work.

¢ Are not “attitudes” more relevant to spoken interactions? Per-

haps we experience boredom or frustration more often that we
experience sadness and joy? And show interest more often than

i we show anger? These more complex expressions of affective

states and social relationships are far more common than the ex-
pression (or even the experience?) of the basic emotions as illus-
trated by Ekman in his work on facial expression. Certainly for
the use of speech synthesis or recognition in social situations.
we need also to be able to reproduce and recognize the more
subtle expressions of speaker states and relationships—not just
those deliberately produced on demand. but also those which are
revealed in spite of a veneer of civilized self-control. Computers

' need not be able to laugh or cry, but specch synthesis should be

able to convey all of the relevant information in speech. and if
it is to be used in a conversational context. perhaps in place of
people. then it must be as flexible and as subtle as the people
themselves.

IV. A CONVERSATIONAL CORPUS

In order to discover what the more likely distributions of
affective or emotional expressions might be. we collected a
corpus of everyday conversational speech, which has been re-
ported in detail elsewhere (the ESP corpus® [31]. [32]). In order
10 overcome Labov's well-known Observer’s Paradox. wherein
the presence of an observer or a recording device influences the
productions of the observed person, we persuaded our subjects
to wear small head-mounted studio-quality microphones for
extended periods while going about their normal everyday
social interactions over a period of about five ycars.

“The Expressive Speech Processing Project Web Pages [Online]. Available:
hitp:/ffeast aur.jp.
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TABLE 1
THREE LEVELS OF LABELLING FOR DESCRIBING EACH UTTERANCE,
INCLUDING USE OF S1X-LEVEL FORCED-CHOICE TENDENCY SCALES

f level 1 STATE (about the speaker) |
purpose a discourse-act/DA label ]
emotion happy/sad/angry/calm

mood worried/tenseffrustrated/troubled/. ..
interest a 6-point scale from +3 to -3. omiting 0
confidence a 6-point scale from +3 1o -3. omitting 0
level 2 STYLE (about the speech)

type speaking-style label (open-class)

purpose a discourse-act label (closed-class)

sincenty msisting/telhng/feeling/recailing/acting/...

manner pohie/rude/casual/blunt/sloppy/childish/sexy/...
mood happy/sad/confidenvdiffident/soft/aggressive/...

bias | friendly/wanw/jealous/sarcastic/flattening/aloof/ .

level 3 VOICE (about the sound)
energy a 6-point scale from +3 to -3. omitting 0
tension a 6-pomnt scale from +3 to -3. omitting 0
brightness a 6-point scale from +3 to -3. omitting 0

level 0 labeller
confidence a 6-point scale from +3 to -3, omuung 0
6-point values: | negative | positive

‘very noticeable’ -3 3

‘noticeable’ -2 2

‘only slightly noticeable’ -1 1

These volunteers were paid by the hour of speech that they
produced, and a further group were paid to transcribe and an-
notate this speech data in fine detail. The transcriptions were
produced in plain text, using Japanese kana orthography rather
than phonetic encoding, but care was taken to transcibe every
utterance exactly as it had been spoken. with no effort made to
“cleanup” the transcriptions or to correct the grammar.

Transcribers were encouraged to break the speech into
the smallest possible utterance chunks by use of a notional
“one-yen-per-line” payment policy. This yielded a total of about
450 000 utterances for one prolific speaker. Within these, more
than 200 000 utterances could be classed as “grunts” of which
the most frequent (n = 4) occurred more than 10000 times
each and 15 types occurred more than 1000 times each. The
number of unique utterances from this speaker was 214 378.

All utterances were transcribed and tagged for interlocutor,
and a subset representing slightly more than 10 percent of the
corpus was labeled by hand for discourse act and speaking-style
features (see Table I) paving particular attention to what Chafe
terms “regulatory intonation units™ [3]. We labeled speaker state
features independently of speech style (the former requiring
longer-time windows than the latter which can be performed
utterance by utterance) and attempted to characterize the voice
quality features of each utterance. We then trained decision
trees to perform automatic labeling of the remaining utterances
1 the corpus using the following features: utterance duration.
fO-range, fO-variation. fO0-maximum. {0-minimum, {0-mean,
position of O peak in the utterance. position of fO-minimum n
the utterance. power-range. power-variaion. power-maximuim.
power-iminimum, power-mean. position of power-peak mn the
utterance. position of the power-minimum in the utterance.
The tree correctly predicted 68% (or 217/315) of speaker-state
categories using 26 leaf nodes.
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The majority of utterances in this corpus were single phrases:
“grunts,” or phatic nonverbal speech sounds, made to reassurc
the listener of the speaker’s affective states and discoursal in-
tentions [33]. [34]. As well as the frequent "ummm,” “ahhh~
“yeah.” “uh-uh,” etc., (or their Japanese equivalents). I include
the use of such phrases as "good morning!" and “did you sleep
well?”" “see the game last night?” etc.. which are used when
social rather than propositional interactions are normal. They
float to the top of the multigram dictionary [35] by dint of their
frequent occurrence. but most can be characterized by the flex-
ibility and variety of their prosody. Very few can be adequately
interpreted from the plain text alone. Laughs were very frequeat.
as were back-channel utterances and fillers.” but approximately
half the number of utterances transcribed were unique. These
typically longer utterances can perhaps be well handled by cur-
rent speech synthesis techniques, since the text carries the brunt
of the communication, though the shorter “grunts” require a new
method of treatment for synthesis.

On the basis of the above “interpersonal/informational”
functional distinction, we have categorized the corpus utter-
ances 1n terms of I-type and A-type functions: the former for
the conveyance of information, the latter for the expression of
affect [36]. A framework has been proposed which describes the
two-way giving and getting of I-type and A-type information
subject to speaker—state and listener-relationships.

We recognize that an utterance has a direct relationship to a
discourse event, and that the relationship is subject to constraints
from two dimensions related to the factors; i.e., 1) influences
from the speaker’s own states (Self), and 2) influences from the
listener and the discourse context (Other). The relationship is
two-way so the framework can be used for interpreting a spoken
utterance to retrieve its intended discourse “effect.” or for gen-
erating an utterance from a discourse “event.”

For simplicity in the current conversational speech synthesis
interface. we have assumed four levels of each constraint. rep-
resenting high or low activation of “mood™ and “interest.” in
conjunction with “‘close” or ““distant” listener relations:

+ Self (the speaker herself);
—Mood: the speech is “brighter” if the speaker is in a
*good mood” (two levels: plus, minus):
— Interest: the speech is more “energized if the speaker
is interested in the conversation (two levels: high. low):
*  Other (her relationships with the interlocutor);
—Friend: the speech is “softer” if the listener is a friend
(two levels: close, distant):
—Place: the speech is more “intimate” if it takes place in
a relaxed environment (two levels: relaxed. formal).

Any given utterance is realized in a discourse subject to the
above constraints, and its realization as speech will, therefore.
vary accordingly. The challenge to synthesizers for conversa-
tional speech is to allow the user to specify these constraints
simply and easily. In the case of A-type utterances. the frame-
work 1s more important than the text, which can be relatively

"I use the word “filler since it is common parlance. though I strongly object
to the implication that there 1s a “gap” in the interaction which is being filled.
I believe that these slots in the communication process serve a very important
function as places where nonlinguistic (affective) communication can occur.

freely specified so long as it fulfills the desired social function
of the utterance. us we will see next.

V. FUNCTIONAL UNIT-SELECTION

As explained previously, we consider there to be two types
of utterances in common use in conversational speech; one for
transmitting propositional content (I-type) and the other for ex-
pressing affect (A-type). While existing speech synthesis tech-
nology is arguably quite adequate for the former. the subtlety
of prosodic expression and voice-quality (laryngeal phonation
settings) required for the latter is beyond the capability of most
present systems.

While research is being carried out into signal processing
techniques for modifying the voice—source settings. we have yet
to find a method that is capable of also matching the sub- and
supra-glottal conditions so that a realistic coherent sound can be
produced. At present, any modification of the speech signal re-
sults in a perceptible degradation which, given that we are trying
to control fine modifications in vocal setting, such as tenseness
and laxness of the voice [37), [38] is unacceptable. The vocal
tract can perhaps be adequately modeled as a series of resonant
tubes for the purpose of reproducing the basic speech sounds.
but for the fine details of airflow required to reproduce the subtle
nuances of expression in conversational speech. the model be-
comes excessively complex.

While not necessarily implying that such a large corpus would
be necessary for conversational speech synthesis in different
voices or languages. we were able to use the ESP corpus as a
test case of what might be possible for concatenative synthesis
in the future. Given five years of one person’s daily conversa-
tional speech. we were interested to discover the extent to which
the sixth year’s speech might be contained within such a corpus.

Our first task was to reduce the data into fundamental units,
since segmentation into phone-sized units is no longer neces-
sary. or even desirable, when whole utterances are included in
many varied forms. each having different prosodic characteris-
tics, as candidate units. For this we used a form of multigram
analysis [35], based on the transcriptions. to determine on sta-
tistical grounds the common collocations of frequently-occur-
ring sound sequences in the corpus. This analysis resulted in a
dictionary of various-length sequences and a set of probabilities
for each so that a subsequent Viterbi process determines the op-
timal sequence of segments for any given target utterance.

The multigram analysis provides a speaker-specific dictio-
nary of frequently used sound sequences (speech chunks), i.e.,
a personalized lexicon independent of any linguistic criteria,
that models the common speech patterns of the corpus speaker.
Frequent phrases and common lexical sequences (e.g., adjec-
tive-noun groups and most A-type utterances) tend to be in-
cluded as intact units with high probabilities in the dictionary.
while shorter patterns with even higher probabilities represent
the frequent phonetic sequences (or common articulatory ges-
tures) of the speaker. At the lowest level. single phone-sized
sounds are also indexed to ensure that any possible sequence
of sounds can be generated.
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unnecessary repetition.

By use of such statistically determined nonuniform segments
- for concatenation. whole phrases can be retrieved intact. or con-
 structed from sequences of common articulatory gestures so that
ahigh level of nawuralness, retaining the speaker-characteristics.
can be maintained in the resulting synthesized speech.

As we saw above. more than half of the utterances can be ex-
pected to occur intact, as entire phrases. which can then be fur-
ther subcategorized according to the prosodic and voice-quality
characteristics related to functional differences for the common
A-type utterances. With so large a corpus. the task becomes
one of selecting the appropriate acoustic realization of a given
phrase rather than that of creating a phrase out of smaller com-
ponent segments. The original discourse context of the utterance
will determine its acoustic characteristics. so rather than code
each segment at the lowest parameter levels (which we also do)
it is simpler to access the different variants by means of suffi-
cient higher-level contextual features.

In parallel with the problem of determining optimal unit size.
1s the equivalent problem of how to specify such units for input
' 1o the synthesiser. Plain text is no longer appropriate when the
intention of the speaker is more important than the lexical se-
quence of the utterance. Instead. we need to enable the user to
| Quickly access a given corpus segment (i.e.. a phrase-sized ut-
lerance) by means of higher level intention-related functional
constraints.

] Fig. 1 shows a recent prototype for such a speech synthesis
' Interface. “"Chakai”s allows for free input (by typing text into
¥The name. not unrelated 1o CHATR. is composed of two Japanese sylla-

bles, meaning tea-meeting. an event during which social and undirected chat 1s
Common.

Fig. 1. Chakai Conversational Speech Synthesis interface. By clicking on a discourse-act icon. a choice of emoticons 15 displayed in the upper section of the
screen, according 10 availability in the corpus. from which an utterance having the appropnate speech characteristics can be selected. Utterances are selected at
random from among those in that same category within the corpus so that subsequent selection of the same combination will provide natural variety without

the white box shown at bottom-center) as well as the fast se-
lection of various frequently-used phrases and. in addition, an
icon-based discourse-act selection facility for the most common
types of “grunt.” This format enables linking to a conventional
CHATR-type synthesizer for creation by unit-selection of I-type
utterances not found in the corpus. while providing a fast three-
click interface for the common A-type utterances which occur
most frequently in ordinary conversational speech. A demon-
stration version of this software (with limited functionality) can
be downloaded from http://www.feast.atrjp/chakai for evalua-
tion of the interface.

The sliders on the left represent 1) manner. 2) politeness. 3)
interest. and 4) activation, providing additional bias in the se-
lection of the phrases. The granularity of the settings (three or
five states each) reflects the labels used in the manual annotation
of the training data. A subset representing slightly more than
10% of the corpus was labeled by hand for these four categories
and the remaining data was classified using support vector ma-
chines trained on the acoustic characteristics of the labeled data.
Ten-fold cross-validation indicated varying degrees of classifi-
cation accuracy (ranging from 74% for activation to 48% for
politeness).

Chakai can be used in almost real-time for conversational
interaction. The selection of whole phrases from a large con-
versational-speech corpus requires specification not just of the
function of the phrase (a greeting. agreement. interest. (uestion
ctc.). but also of the speuker’s affective state (as desired to be
represented) and the speaker’s long- and short-term relation-
ships with the listener at that particular ime. When nitiating a
topic. typed input is required, and this is presently too slow for
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real-time use. but when showing interest or “actively listening,”
then different grunts can be produced to encourage the speaker.
challenge her, show surprise. interest, boredom, etc.. by simply
clicking on the icons.

The initial frame presents the user with a choice of four
listener types: friend, family. stranger. or child, with adjustable
bars for setting the activation of the Self and Orher constraints.
The following screen allows selection of different forms of
greetings, subcategorized according to occasion (e.g.. morning.
evening. telephone, face-to-face. initiation, reply etc.). with an
adjustable bar for setting the intended degree of activation (e.g..
“warmth of greeting”™) before the penultimate button-press.
When these criteria are selected. the different types of speaking
style representing available utterances in the corpus are in-
dicated by activating relevant items in a row of smiley-faces
(along the top of the figure) from which the user can select the
closest 1o their intended interactional function. No lexical-based
selecnion or keyboard entry is offered, as the function and con-
straints will determine the text automatically from the suitable
candidates available in the corpus for that particular speaker.

The subsequent and main screen (shown in the figure) is for
the core part of the conversational interaction. lcons are ar-
ranged in four rows, with questions aligned vertically on the
right (who, where, why. when. etc.), and positive. neutral. and
negative “"grunts’ arranged in three columns on the left of the
screen. The vertical dimension here is used for degree of activa-
tion. We have tested this interface in actual conversations, and
a trained operator can use it in real-time to sustain a short con-
versation of about five minutes.

By splitting utterances into three types. we have greatly
facilitated the selection process. I-lype utterances, being largely
unique since they are so content-dependent. still have to be
laboriously typed in. Frequent phrases which are text-specific
can be selected and a choice of speaking styles then offered
via the smiley-face icon layer. Grunts, which are the most
common type of utterance in casual speech. are the fastest to
produce. Each can be generated by simply clicking on the type
and then selecting from among its smiley-face qualifiers. The
corpus has been preannotated for the significant parameters of
unit-selection so the actual code that produces the segments
is very simple (currently 900 lines of perl). And since it is
often the case that whole-phrase segments are concatenated.
usually with short pauses beiween them. the naturalness of
the resulting speech can be absolute. No further processing is
required, thanks to the number and variety of utterances in the
corpus. and the multidimensional functional framework that is
used for accessing them.

In order to search the corpus for the most appropriate candi-
date utterances which have a meaning close to the intended ut-
terance, we use the public-domain, open-source, web-browser
search-engine software SWISH-E.? This has been incorporated
as part of the front-end for selecting utterances from the speech
corpus. The search engine provides a Google-like index of all
utterances in the corpus and enables refined retrieval of selected
utterance samples by the use of AND and NOT conditions in the
search key.

9SWISH-E—Simple Web Indexing System for Humans, Enhanced Version.
[Online). Available: hitp://swish-e.org.
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For example. searching a database of 436961 utterances
from one speaker. using “mama AND papa NOT X" [i.e., look
for all sentences containing both the word “mama” and the
word “‘papa’” but exclude all those that contain the symbol “X"
(which indicates a noisy recording)] as the search-key. yielded
four results. with a run time of 0.077 s and a search time of

0.065 s on a notebook PC. A search for “honma NOT X took

0.094 s (search-time 0.083 s) and yielded 2498 results. Given
these high-speed access facilities. the remaining problem is to
produce an efficient language-model so that a closer approx-
imation to the idiomatic and colloquial nature of the corpus
contents can be produced automatically. This largely remains
as Tuture work.

Clearly, this propotype does not represent the full final ver-
sion. and it will require several generations of trial and evolu-
tion before an ideal conversation-device is realized. but we are
satised that the framework well represents the problem that we
are trying 1o solve. The user. whether handicapped or healthy,
human or robot, should not have to specify the text of a con-
versational grunt, whether it be “yes™ or “good morning” and
then also have to describe its prosody or purpose. These are
secondary characteristics of speech. They depend on the higher-
level constraints of discourse context and speaker-intention, just
as the fine acoustic characteristics of CHATR segments depend
on the phonetic and prosodic environment in which they occur.
By knowing these dependencies and their interactions, we are
able to simplify the process of selection and thereby to improve
both the functionality and the quality of the synthesis process.
Laughter is often produced. and is included in the segments nat-
urally (see online examples at http://www.feast.atr jp/aesop).

V1. SELECTING PHRASE-SIZED UNITS

In conventional uni-selection, phone-sized units are selected
from a database according to prosodic (i.e.. the target cost) and
spectral characteristics (i.e., the join cost) to ensure smooth and
natural-sounding speech output. However, when the unit to be
synthesized is an entire phrase. typically surrounded by pauses
in the speech. then the continuity constraints (i.e.. spectral
smoothness) cease to be relevant and the optimal candidate can
be selected purely on the basis of its prosodic characteristics.

According 10 a linear discriminant analysis. the single most
influenual factor in determining the prosodic and speaking-style
characteristics of an A-type utterance is the “Class of Inter-
locutor.”” All corpus utterances are tagged for interlocutor ID.
and these tags were subsequently grouped manually into a
smaller number of classes (e.g.. “close friend.” “distant friend.”
“family member.” “small child.” etc.) so that the setting of the
“Other” parameter can be used directly as a criterion in phrase
selection.

The second most influential scleclion parameter is “Activa-
tion,” a measure related 1o speech-rate. pitch excursion. and en-
ergy in the speech. This is heuristically mapped to the seiting
of the “Self” parameter by a set of rules sensitive 10 spectral
slope. fundamental-frequency. and signal energy so that a high
selting results in brighter-sounding phrases being selected from
the corpus. All utterances are acoustically analyzed for prosodic

and phonation characteristics. and 28 z-score normalized values |

are ranked 10 produce a list of candidate phrases in the selection
process.
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A remaining problein in candidate selection is in delermining

- the equivalences between textually different but functionally

equivalent utterances. As mentioned previously, a morning

i greeting (for example) can have many different textual repre-

|3 sentations. and a full “functional’ labeling of the corpus is not

" yet complete. Similarly, since the speaker-specific colloquial

Janguage-use is presumably not known to the user of the synthe-

sizer interface when typing input from the keyboard, if a choice

| of phrasing not typically used by the corpus speaker is entered,

then no appropriate utterance will be found. even though there

| may be many functionally equivalent utterances available.

} each having a slightly different phrasing. This problem of

| mapping from the citation forms into the vernacular is being

tackled as ongoing work. For this corpus to be of wider use

in conversational speech synthesis. a distance-based thesaurus

} mapping from citation forms to the colloquial usages of the
- corpus speaker may need to be generated.

VII. DISCUSSION AND CONCLUSION

i™  This paper has introduced our most recent work on the syn-
thesis of conversational speech. It limits itself to one partic-
ular conversational aspect of interactive speech—the short af-
fect-burst—and presents a novel method for incorporating these
into conventional concatenative speech synthesis.
It has shown that the challenges presented by this task are
; qualitatively different from those of raditional speech synthesis
" for the transmission of propositional content. We have found
from our analysis of a very large natural-speech corpus that at
~ least half of the utterances in interactive conversational speech
._ are not well represented by their text alone and that they depend
" upon specific prosodic characteristics such as tone-of-voice, re-
| alized by differences in laryngeal phonation quality, that cannot
easily be reproduced by signal processing techniques. The paper
| = has also described our initial attempts 1o utilize the corpus for
" .concatenative speech synthesis, and has presented a prototype
“user-interface that allows input according to discourse-act in-
tention, using constraints representing the primary contextual
| influences on speaking-style. so that a conversational utterance
& can be produced rapidly with minimal input from the user.
For extension of this method to different voices. we would
[ need to produce a large corpus of different speaking styles. ide-
[ 2lly with different discourse partners being also present during
g the recordings. Given the experience gained from the first data
B collection. and the knowledge that we now have. these record-
% ings would not take another five vears but could perhaps be
f completed within a month. The essential point is to have dif-
‘+ ferent interlocutors present during the recordings so that the
corpus speaker will be able to naturally adjust her (or his) voice
-~ quality and speaking styles and interaction types so that suffi-
« cient samples of each type of functional “grunt” can be obtained
~ naurally. By so constraining the speaker during recordings, we
will be able to obtain speech tokens that better represent the
;= speaker’s typical daily speech performance. and then 1o repro-
duce these highly personal characteristics by concatenation of
entire phrases for the A-tvpe utterances that characterize con-
versational speech.
"~ We currently use hardware voice modification (passing the

= output through a Roland UA-100 Voice Transformer) to disguise

the original speaker’s voice and reduce the spectral detail while
preserving the prosodic details in the speech. This allows ad-
justment of the formants and pitch to simulate a male, female,
or child speaker from the original female waveforms. However,
even after voice conversion. the persona projected by the con-
versational 1diosyncracies of a given speaker may sometimes be
at odds with what the user of the system wants to convey.

For the phatic utterances that are a characteristic of informal
and social speech. this interface allows text-free input. since
an appropriate phrase is selected from the corpus according
1o the higher-level constraints automatically. Samples of the
resulting conversational speech synthesis are available on the
web at http://www.feast.atr.jp/laughs. This work is still exper-
imental, and the paper should not be taken to imply that the
methods presented here are necessanly the best for a commer-
cial speech synthesis system. but it presents them as an illustra-
tion of the problem and offers them as one form of its solution.
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