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Abstract
This paper describes a system based on a 360-degree camera
with a single microphone that detects speech activity in a round-
table context for the purpose of estimating discourse participa-
tion status information for each member present. We have ob-
tained 97% accuracy in detecting participants and have shown
that the use of non-verbal and backchannel speech information
is a useful indicator of participant status in a discourse.

Index Terms: round-table meetings, image processing, non-
verbal behaviour, speech activity, discourse management

1. Introduction
There has recently been considerable research activity into the
processing of participant status in meetings and round-table dis-
cussions [1, 2, 3, 4]. This paper presents a novel approach for
the detection of participant status in such situations, based on
the use of a 360-degree camera and a single low-quality mi-
crophone to detect and analyse types of speech activity from
the members. The speech is then classified into verbal or non-
verbal variants and a decision is made about the speakers un-
derlying intention for the utterance. Intentions are currently
limited to the following classes: (a) provision of information
or opinion, (b) brief comment, (c) laugh, (d) backchannel, (e)
off-record personal communication. The system uses very low-
level primitives such as head detection, body estimation, move-
ment detection, and sound detection, and uses the combination
and timing of activities in each to estimate participant status.

2. Image processing
Visual clues of the behaviour of discourse participants are ex-
tracted from the streaming video image by combining standard
tools to form a more specialized video processing chain. Much
of the processing is aimed towards a proper face detection since
the face is a human feature that is relatively easy to detect and
contains a lot of information concerning the behaviour of the
person. Detecting hands is also an option but these are more
difficult to track as their shape can vary greatly and they also
move much faster. This in turn requires a higher video framer-
ate which weighs heavily on the processing speed. Our process
for detecting and characterizing faces is thus as follows:

First, the video signal from a digital camera is decoded from
a raw Bayer format to a full RGBI image. The algorithm used

Figure 1: Circular 360 degrees image captured by the camera

Figure 2: Rectified 360 degrees image

is the ‘Edge Sense II’ presented in [5]. This algorithm provides
good quality output while still being able to run at a reasonable
speed. Other algorithms have been used [6] [7] but did not pro-
vide a significant advantage while being considerably slower.
At this point the image still consists of a circular band (fig.1)
and must be rectified before the face detection. To this end a
simple linear resampling is performed. The resulting rectified
image (fig.2) is now ready to be used for the face detection.
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Figure 3: Typical output from the program showing two 180
degrees sections on top of each other. Detected faces are shown
with a white square, tracked faces with a black square.

2.1. Face Detection And Tracking

Face detection can be performed in a number of ways. The first
technique that we tried was based on background and colour
[8] segmentation and failed to provide satisfactory results due
to illumination changes and colour restrictions. A better ap-
proach is to use the Viola-Jones face detection [9] [10] which is
based on pattern matching. One drawback of this approach is
that the algorithm must be trained on a large number of images.
However, standard packages such as OpenCV provide example
training data (in the form of Haar cascades) that we found to be
very effective to detect the two patterns that we are most inter-
ested in: profile faces and frontal faces. In fact, using the Viola-
Jones detection alone more than 60% of faces can be found in
our round-table data. Adding a simple skin color check and a
face size check on the detected regions limits false positives to
almost zero. Note that it is also necessary to remove duplicate
(overlapping) faces since Viola-Jones can detect two instances
of a single face. Also, mathematical morphology was used to
limit the effect of color noise in the video during the skin color
check.

The Viola-Jones face detection is strictly frame-based. The
lack of time integration means that the detection can oscillate
even with small image variations: a face can be detected in
frame t, disappear in frame t + 1 and appear again in frame
t+2. To avoid these instabilities a method of tracking the faces
was introduced. Faces detected on a previous image will be
matched with faces found on the current image. If no match is
found then the old face will be tracked in the new image in order
to cover the gap in detection. The tracking is performed using a
classic block-matching algorithm (BMA).

The tracking can drift in time so it is necessary to limit
it with some safeguards. The first one consists in limiting
the time during which this gap-bridging tracking will be per-
formed. Given the good quality of the faces detected by Viola-
Jones we can allow a long tracking time of around 30 seconds.
The second limitation consists in verifying that the tracked face
still contains a minimal amount of skin-coloured area (20%).
Thirdly, the image difference between the old and tracked faces
should be limited. Finally, the amount of face motion is also
limited by the size of the search zone of the BMA.

At this point we have not yet included any situation-specific
verifications that may help to filter out the last outlying faces.
To remain as generic as possible we only include one: if two
faces are overlapping vertically (i.e., if they belong to the same
image column) then only the highest face is kept. This is a small
restriction that remains valid for most ‘meeting’ situations.

The resulting face detection processing sequence is able to
detect more than 97% of faces during a one hour recording of
a meeting at 10 frames per second (44000 frames total). At
the same time the amount of false positives is very low: less
than 0.01% or 10 occurences for the whole sequence. A typical
output image of our program is shown in fig.3.

2.2. Motion And Activity Estimation

Once faces are properly detected a number of measurements are
performed to identify the face position, its motion and its area.
The motion estimation cannot be performed on the positions
of the detected faces because they are too unstable; parasitic
motions of +/- 5 pixels are not uncommon with the Viola-Jones
detection. The motion estimation is therefore performed using
subpixel block matching (BMA) on the image content.

A measure of the ‘activity’ of the person is provided sepa-
rately for the face and body (the body being defined as the area
below the face). This activity is computed as the mean pixel-
based difference between the previous and the current image.

The graphs on fig.4 show a small section of five minutes of
head and body measures (such as activity and motion) for the
nine persons attending the meeting. These graphs show that the
vertical and horizontal motion estimation of the face is able to
resolve small details. For example persons mimicking a ‘yes’ or
‘no’ head movement are visible as small sinewave bursts. Ac-
tivity measures also correlate well with more the global move-
ments of a person. These measurements are now being cor-
related more systematically with manually labeled audiovisual
data.

3. Audio Processing
The audio signal is captured by a single microphone and pro-
cessed in parallel with the image. Level detection is used to
determine the presence or absence of speech after adjusting for
the background noise of the room environment. When speech
is detected, it is compared with a duration threshold. Anything
longer than 2 seconds is considered as containing information
or opinion, anthing less as a form of backchannel utterance. The
former is tagged but not processed further, the latter is used to
provide cues to the participation status of the individual mem-
bers. The threshold was determined from the duration of laughs
occurring in conversational speech: median duration 1.228 sec-
onds, 75th quantile 1.931 seconds, from 3,393 occurrences.

3.1. Overlapping speech

We have tested the above equipment in three types of interac-
tive speech situation. Our original goal was for use in a meet-
ings environment, where between four and a dozen members
would be seated around a table in a quiet office environment
(see figures above). We extended this to a less formal meet-
ings environment, where two or three friends or family mem-
bers were engaged in conversation around a small table, such as
over a meal or coffee. The third context included more people
in a very relaxed party situation where alcohol and light snacks
were consumed and the conversation was lively.

These discourse contexts can be differentiated primarily by
the amount of overlapping speech that occurs in each. For
the first, we have shown in previous work [4] that overlapping
speech occurred less than 15% of the time. For the second, we
found an average of 30% overlapping speech, but noted partic-
ular characteristics which we termed “Active Listening” [11] to
be discussed further in the following subsection. For the third,
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Figure 4: The body and head activity (top row) and the head horizontal and vertical movement (bottom row) of the 9 participants

the amount of overlapping speech was considerable, and no au-
tomatic processing was possible. With so many people talking
at the same time, the social structure of the meeting collapses
and it can be better considered as a cluster of small meetings,
with each requiring its own sub-processing unit.

3.2. Backchannel utterances

In the formal situation of an office meeting, silence is the norm,
with only one speaker active at any time. However, there are
frequent occasions where laughter breaks out, or other noises
of assent or dissent. Occasionally the structure of the meeting
breaks down and people lapse into a private-conversation mode.

We have noted that in these more intimate conversations a
form of active listening occurs, where the ‘listener’ produces
overlapping speech. Table 1 gives details of speech activity
timing, per speaker, over a set of 100 30-minute conversations.
Data were calculated from the time-aligned manual transcrip-
tions. The median speaking time is approximately 18 minutes
per speaker. There is approximately 3 minutes when no-one is
speaking at all (10% of the total time) and 7 minutes (i.e., more
than 20% of the conversation) when both speakers are speaking
at once. Since time of non-overlapping speech is approximately
14 minutes per speaker, we can conclude that people overlap
their speech, or talk simultaneously, one third of the time. These
short feedback utterances provide essential information about
participation status and listener attention.

3.3. Information or Opinion

It is not our goal to recognise the content of the discussions.
Any utterance of more than one second in length is annotated as

Table 1: Showing quantiles of speech activity time per speaker.
‘Silence’ is when neither is speaking, ‘overlap’ when both are
speaking at the same time. ‘SilX’ (X = A or B) shows the time
each speaker individually was quiet. ‘SoloX’ shows the total
duration of non-overlapping speech per speaker, and ‘talkX’ the
total overall speech time including overlaps. ‘Duration’ shows
timing statistics for the entire conversation (assumed to be 30
minutes by default). All times are shown in minutes.

min 25% median 75% max

silence 0.99 2.08 2.85 3.81 7.03

silA 6.73 10.68 14.02 16.91 22.46

silB 5.72 13.09 14.68 17.68 21.58

soloA 4.14 9.51 11.66 14.68 18.17

soloB 4.55 8.39 10.64 13.32 18.90

overlap 2.66 5.53 7.01 9.04 12.80

talkA 10.80 16.04 18.75 22.44 28.52

talkB 12.20 15.66 17.93 20.15 27.15

duration 28.57 32.00 32.93 33.96 37.98

such and left for future processing. However, we can estimate
the opinions of the speakers from their choice of short utterance.

¿From an analysis of many transcribed conversations we
found almost half of the utterances to be non-verbal; i.e., they
could not be adequately understood from their text alone. Table
2, from [11], provides detailed figures for one speaker. Very few
of these utterance types can be found as an entry in a standard
language dictionary, yet it was confirmed experimentally that
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Table 2: Counts of non-verbal utterances noted in the transcrip-
tions for one female speaker in the conversation corpus. Ut-
terances labelled ‘non-lexical’ consist mainly of laughs, grunts,
and sound sequence combinations not typically found in a lan-
guage dictionary. They also include common words such as
“yeah” “oh”, “uhuh”, etc.

total number of utterances transcribed 148772

number of unique ‘lexical’ utterances 75242

number of ‘non-lexical’ utterances 73480

number of ‘non-lexical’ utterance types 4492

proportion of ‘non-lexical’ utterances 49.4%

the intended meanings of many of these conversational noises
can be perceived consistently by listeners even when presented
in isolation without any discourse context information.

A speech recognition engine has been trained to recognise
these non-verbal speech segments, with the intervening sec-
tions of normal speech treated as OOV (out of vocabulary) el-
ements. The vocabulary size is currently 250, determined from
the counts of repeated tokens.. Once a non-verbal element has
been recognised, its prosodic characteristics are then compared
against a database of features recorded for similar elements that
have already been annotated for affect-related characteristics
such as degree of familiarity, amount of interest, speaker ac-
tivity, etc., and a prediction made about the characteristics of
the current speech segment. These are then compared with the
activity measure from the image processing module.

4. Integration of Image & Audio
Bodily movement is closely integrated with speech [12]. By
watching who is moving when a sound is detected, we can use
the movement to provide further information about the speech.
At the lowest level, this provides speaker identification, but
from the synchrony of their movements, and from their timing
and duration, we can also estimate the function of each utter-
ance. The amount of movement is a form of prosody that adds
robustness to the estimation produced from the voice alone. We
are currently training SVM and GMM models to predict hu-
man annotated labels from the above data. Recognition rates
for the audio alone are 64%, and for the combined audio and
image data 68% on open testing. This training continues as fu-
ture work.

5. Conclusions
This paper has presented details of a system for the detection
of participant activity in a round-table or meetings situation. It
consists of a small camera and microphone arrangement that
can be placed discretely on the tabletop for the streaming of
image and audio data. The image is processed to obtain an esti-
mate of speakers present and to produce measures of their vari-
ous movements, which are then aligned with the speech sounds
to identify the speaker and produce an estimate of the inten-
tion underlying each utterance. Utterances are broadly classi-
fied into verbal versus non-verbal classes, with the non-verbal
tokens further analysed to distinguish various types of partici-
pation cues. Although a reduced version of this system works
in real-time, the current system is very slow (factor 10 from real
time). From now the image-processing research will now be

aimed at accelerating the processing and using the input from
speech research to fine tune the algorithms.
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