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scientists at work!
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FASTNET - focus on actions in social talk
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from 70 years ago ...

in Proc. Nat. Acad. Sci., V.25, N.1, 1939
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historical note

In 1939, Eliot Chapple and his co-workers, 
adapted a manual typewriter* by fitting a 
small electric motor to the rubber shaft so 
that an operator could accurately record 
changes in subject activity over time, using a 
roll of adding-machine paper, for subsequent 
analysis. 

* a machine pre-dating the word-processor, consisting mainly 
of levers, gears, and cogs, typically used for letter writing.
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Chapple observed the discourse actions of 
two individuals and obtained a series of 
durations of their actions, and studied how 
that sequence of durations was arranged

flaws in his technique made it difficult to quantify overlapping speech 
and silent periods within the speech of one uninterrupted partner. 

his was the first recorded sequential analysis 
of human discourse behaviour

an earlier study actually had made similar observations but with the 
goal of obtaining only percentage behavioural data
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ethologists at work
“The first task of a human ethologist must be 
systematic description. 

He must set out to see what behavioural structures 
the human being has . . . 

In doing this with people it would seem best to 
begin with those aspects of behaviour which are 
most likely to be shared with other animals . . . 

Thus while detailed analyses of language . . . must 
eventually find a place in human ethology, these do 
not seem to be the best aspects of human 
behaviour with which to start”

                     (Adam Kendon)
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machines watching people

Conversation Analysis and Discourse Analysis 
have also focussed on such sequence organisation 

Our aim though is to produce a technology to 
observe ‘the systematic, socially organised 
procedures underlying the ways in which social 
actors move into mutually ratified participation in 
an encounter,’ which more recently Kendon has 
referred to as ‘frame attunement’ 
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another form of 
speech processing 
(not text-based)

our goal: to produce a technology for tracking 
such discourse moves in conversational speech, 

we focus on the behaviour of the participants 
to make inferences about their discourse 
participation status, rather than focussing on 
the text or interpretation of their speech.
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Current speech technology 
is based on text.

 People don’t speak text, so there is often a mismatch 
between the expectations of the system and the 
performance of its users. 

Talk in social interaction frequently does involve the 
exchange of propositional content (which can be well 
expressed through text) but it also involves social 
networking and the expression of interpersonal 
relationships, as well as displays of emotion, affect, 
interest, etc. 
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Networking & social actions
‘Networking’ is an essential component of human 
interaction, and the content of a spoken 
conversation has as much to do with social bonding 
as with the transfer of propositional meaning

we think that social interactions are the essential 
components of vocal communication, and that 
“actions, rather than words, are the prime units to 
be processed in a discourse”

we aim for a paradigm shift in the way computers 
process speech, to incorporate ‘speaking-style’ 
information alongside ‘message content’ to provide 
a richer expression (or understanding) of an 
utterance. 
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FastNet’s goals
This new research project will generalise and extend 
previous findings from Japanese (JST/ESP) using new 
speech data of Irish and Irish-English conversations

The academic goal of the research is to model this 
parallel channel of spoken communication, verifying its 
universality in human dialogue, but also illuminating 
the extent that it may take on language- & culture- 
specific forms

The technical goal of this research is to produce 
speech technology specifically adapted to interactive 
or conversational speaking styles that will enable a 
friendlier and more efficient speech interface for 
public services, commerce, and entertainment
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an ‘intelligent’ device
The project aims to produce a device and 
methods for processing human speech         
(i.e., as part of a robot, an information-
providing service, a translation service, or an 
entertainment system) which is able to process 
not just the text of that speech, but also able 
to interpret the intentions, or acts, of the 
speaker. It is not enough just to know what a 
person is saying; this research will help enable 
a machine to know what that person is doing 
with each utterance in a discourse.
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the second channel
The often fragmented and ‘broken’ nature of 
spoken language was long thought to be simply 
due to ‘performance errors’ while the 
underlying ‘competence’ of the speaker was 
supposedly better represented by a system 
such as that used for the written language. 

It now appears that this view of speech is 
incomplete, and that the frequent, repetitive, 
fragmentation of spoken language actually 
serves to carry a second channel of non-verbal 
information, essential to a proper understanding 
of the speaker’s intentions. 
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patterns of sound
fragments of meaning

inter-activity

joint creation of 
a meaningful social event 
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Recent research sponsored by the Japan Science & 
Technology Agency (JST) enabled the collection of a very 
large 5-year in-situ corpus providing 1500 hours of 
manually-annotated natural conversational speech, and a 
realisation of how ordinary people use their voices in 
everyday social interaction. 

These data have yielded some surprising results, one of 
which is the large amount of non-verbal speech that is 
unobtrusively present in normal everyday conversation. 

the JST ESP corpus
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unobtrusive & ever-present
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activity patterns in 
telephone speech data

• patterns of interactive speech activity in two-
party telephone speech data collected in the          
ATR/JST ‘Expressive Speech’ project

• no constraints on the content of the conversations 
(the partners were paid to talk to each other by 
telephone - with no face-to-face contact -       
for 30 minutes each week for 3 months.

• All conversations were manually transcribed.    
The resulting text is VERY difficult to read!      
The speech is very fragmented.
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frequent short sounds

non-verbal speech signals
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Counts of word usage according to 
conversational partner
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Frequency of ‘hai’ for 
JFA-JFB

    26    JFA_JFB_J01
     13    JFA_JFB_J02
      7    JFA_JFB_J03
      3    JFA_JFB_J04
      1    JFA_JFB_J05
      4    JFA_JFB_J06
      3    JFA_JFB_J08
      2    JFA_JFB_J09
      3    JFA_JFB_J10
      3    JFA_JFB_J12
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the 100 most common utterances
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ほんま
my most frequently used slide (no apologies!)

no talk would be complete without it .....
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Common events 
facilitate

simple comparisons
• these frequent simple sounds allow the 
listener to quickly estimate the affective 
states of the speaker . . .

• they are simple and unobtrusive carriers of 
voice-quality and prosodic information

• interspersed regularly throughout the 
speech – i.e. not ‘ill-formed’, but ‘informed’!
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Speech Activity in the first 13 minutes of the 
first conversation between Japanese female JFA (pink) 

and her male partner JMA (blue)
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An extreme case :  Speech Activity in the first 13 minutes of 
the last conversation between Japanese female JFB (pink)

 and her Japanese female partner JFC (blue)

Here, flow would be very high for blue, and very low for pink
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Speech Activity in the first 13 minutes of the 
last conversation between Japanese male JMA (pink) 
and female English-native-speaker partner EFA (blue)
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research issues 
for fastnet

eliciting representative speech samples

(maybe a little whiskey will help here?)

annotating relevant features of the discourse

developing subtle sensor devices

tracking movements & synchrony

modelling voice quality & prosodies  (Firthian)
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multimodal data

processing large volumes of multimodal data

examples available on the Social Signal Processing 
website SSPNet and at http://www.speech-data.jp 
(with special thanks to Sadanobu sensei!)
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interactive speech
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A portable meetings recorder
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16

SONY RPU-C251 (desktop version)

Friday 18 December 2009



19

Mini-devices
Real-time processing
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a multimodal corpus
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topic-level annotation
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actions rather than words

participants actively engage in the discourse in 
an overlapping and complementary manner

our focus is on contributory and participatory 
discourse actions, rather than on the cognitive 
attention states of the listener. 

These are physical observables that can easily 
be measured.
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tracking head movements
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body movement

not surprisingly, there were significant 
positive correlations between their own head 
and body movement for all participants:
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body and head 
also synchronise 

between participants
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traces for 4 participants

average

head

body activity peaks
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a different view of 
interaction modelling

i.e., not processing discourse talk as content

but the “dance” ... a socially evolving event

multifaceted, multidimensional, and integrated

loosely based around a framework of synchrony

engagement, entrainment, mutual cooperation
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Human speech communication differs from written 
communication in several ways, the most important 
differences being in the use of intonation, speaking rate, 
and phonation style to indicate speaker states, attitudes, 
and intentions, both towards the listener and with 
respect to the discourse. It successfully integrates the 
two channels, linguistic and interpersonal, of speech 
information. 

Current speech technology, on the other hand, is still 
largely based on more formal styles of speech that are 
closer to the written mode than to interactive 
conversational speech, yet domestic users of the 
technology expect it to be able to respond to their 
normal modes of everyday conversational speech 
interaction 
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back to the future

so what next?

how are we to collect ‘real’ data?

what aspects can we ‘control’?

what levels should we observe?

what features should we measure?

 . . . . .
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perfect communication devices
People are almost perfect communication devices. We have 
evolved language and speech, and later writing systems, to 
command and control, inform and entertain, and to 
generally socialise with each other 

Speech is perhaps the oldest form of human 
communication, yet speech is still only partly understood 
from the point of view of information technology 

There is a strong linguistic component in speech which is 
well-understood, but there is also a second channel – 
expressed by tone of voice and manner of speaking – 
which conveys very important but subtle information 
about the speaker, the discourse, and the hearer, that is 
still little understood
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Studio techniques for eliciting natural 
variations in conversational speech

A key innovative element of the research will be to 
develop methods that allow for the efficient collection 
of conversational speech data without the need for 
extensive recordings. 

This will require development of both capture devices 
(cameras and recorders) and capture environments 
(equivalent to a recording studio) that encourage 
participants to relax, interact informally, and maximise 
the range of speaking styles and formats. 
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evaluation
the signal processing results will be tested  in the 
context of speech synthesis (i.e., in close collaboration 
with the concurrent Irish synthesis project), for the 
provision of an interactive “chatty” style of speech as 
will be required for conversational interfaces. 

The prototype interface thus developed will also be 
evaluated through teaching use in Irish-language 
classrooms, but we envisage its incorporation into more 
sophisticated commercial applications, such as machine 
interpretation, robotics, and customer-services. 

Ongoing testing will go hand in hand with further 
development and refinement of the analysis/recognition 
and of synthesis modules. 
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            We are recruiting ---  Please join us!
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why no handouts?

a pdf of this talk ... and much of our data 
can be found at www.speech-data.jp

help yourself!                ..... nick@tcd.ie
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